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ABSTRACT
We present a neural NLP toolkit for Greek, currently integrating
modules for POS tagging, lemmatization, dependency parsing and
text classification. The toolkit is based on language resources in-
cluding web crawled corpora, word embeddings, large lexica, and
corpora manually annotated at different levels of linguistic anal-
ysis. We show how we integrate these diverse resources in the
development of the toolkit, achieving high accuracies on held-out
evaluation data for each module.
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1 INTRODUCTION
Neural network methods have revolutionized the field of natural
language processing [6]. Although modules and models for many
NLP tasks are constantly integrated in popular frameworks for
many languages, task accuracy can often be improved if one focuses
on specific languages only. In this work, we present a set of tools
that have been developed at the Institute for Language and Speech
Processing (ILSP) and target the accurate and efficient processing
of Greek texts. Our toolkit is based on diverse types of language
resources, including web crawled corpora, word embeddings, large
lexical resources, and corpora manually annotated at different levels
of linguistic analysis. After briefly listing some indicative work
related to Greek NLP in section 2, in the rest of this paper we
provide details and evaluation regarding specific modules of the
toolkit.
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2 RELATEDWORK
Among NLP research for Greek, an error-driven transformation-
based part-of-speech tagger with an accuracy of 96.28 for basic
POS was described in [13]. Support vector machines were used
for named entity recognition in [9], where a 93.34 F1-score was
reported for the PER class. An accuracy of 92.54 (on tags with POS
and morphosyntactic features) was reported for a tagger integrated
in a Greek NLP toolkit based on both machine learning algorithms
and rule-based approaches [16]. For syntactic analysis, experiments
with a graph-based dependency parser led to a 90.29 Labeled At-
tachment Score (LAS) against the Greek Dependency Treebank
[17]. A Greek edition of the BERT [4] contextual language model
is available from the AUEB NLP group [3]. Models for POS tag-
ging, lemmatisation and dependency parsing of Greek have been
trained on the UD_Greek-GDT treebank1 and are integrated in a
number of multilingual NLP toolkits, including UDPipe [21], Stanza
[19] and Spacy. An accuracy of 91.78 for POS and morphosyntac-
tic features, and a 85.36 LAS are reported for the Greek models
in Spacy2. Scores of 94.33/96.49/88.78 are reported for the Greek
tagging/lemmatization/parsing models in Stanza3.

3 TOOLKIT MODULES
3.1 Sentence splitting and tokenization
For text segmentation, we use the TreebankWordTokenizer and
the pre-trained Punkt [8] sentence boundary detection model for
Greek included in the NLTK package [1]. We enhance the function-
alities of these libraries with the use of in-house, language specific
resources and heuristics. In more detail, we integrate a) a set of 2379
extra abbreviations and initials appearing frequently in online news
articles b) generated patterns that match token internal punctuation
in upper and lower case tokens (e.g. α.ε.κ.τ.ε) that may not be in-
cluded in the set of known abbreviations c) patterns of punctuation
combinations that are relatively safe indicators of sentence splits
and typically include Greek quotation marks, e.g ;», »;, !» d) sets of
tokens (typically verbs, but also prepositions and articles) that often
undergo deletion of initial or final vowels (e.g. ‘φερες = έφερες,
φερ’ = φέρε) and should not be processed as tokens appearing at
the beginning or the end of quotations and e) patterns that trigger
joining sentences wrongly split by the Punkt model (e.g. when
sentence-final punctuation is followed by sentence-initial lower
case tokens). In the end of the segmentation process, each token is
assigned a token type4 on the basis of patterns matching the token
and its context.

1https://github.com/UniversalDependencies/UD_Greek-GDT
2https://spacy.io/models/el, el_core_news_lg model, v. 2.3.0
3https://stanfordnlp.github.io/stanza/performance.html, accessed July 2020
4See http://nlp.ilsp.gr/nlp/tagset_examples/tagset_en/tokenizer.html for the set of
token types with indicative examples.
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3.2 Pre-trained embeddings
Except for text segmentation, most modules of our toolkit make use
of pre-trained word embeddings. We create embeddings with the
fastText library [2], which takes into account morphology and rep-
resents each word as a bag of character n-grams. We train fastText
embeddings on a 672M tokens corpus that comprises a collection of
articles collected from online archives of Greek newspapers (556M
tokens; articles published in the 2003-2020 period); and the Greek
part of the w2c corpus [10] (116M tokens). We sentence split and
tokenize the corpus with the text segmentation module described
in 3.1, and then train a 100-dimensional skip-gram[11] model with
character n-grams from 3 to 6 characters, and a vocabulary size of
717.2K tokens.

3.3 POS tagging
Following text segmentation, the next module in the toolkit is a
neural tagger that assigns part of speech and morphosyntactic
features to each token in a sentence. The tagger is trained on a
corpus of 23007/427475 sentences/tokens that is a derivative of the
resource described in [13]. The corpus is manually annotated for
sentence and token segmentation, part of speech and morphosyn-
tactic features, and lemmas. The tagset used for the morphology
annotation layer of the corpus contains 632 combinations of ba-
sic POS tags and features that capture the rich morphology of the
Greek language.5 As an example, the full tag AjBaMaSgNm for a
word like εύφορος/fertile denotes an adjective of basic degree,
masculine gender, singular number and nominative case. The three
last features are also used for nouns, articles, pronouns, and passive
participles. Verb tags include features for tense and aspect, while
articles are distinguished for definiteness.

We split the corpus in 80/10/10% train/dev/test partitions and
train a BiLSTM tagger using the StanfordNLP library [18]. The
tagger takes into account the skip-gram vectors of §3.2, word em-
beddings for words with a frequency > 5 in the training set, and
character embeddings for all words. The accuracy of the tagger on
the test set is 97.75 (POS tags) and 94.27 (tags with POS and all
features). The drop in accuracy when all features are included in the
evaluation is mainly due to errors regarding the case of nominative
and accusative noun homographs. Nouns of neuter gender in par-
ticular are difficult to disambiguate, especially due to the fact that
articles and adjectives potentially preceding them are also invari-
ant for nominative and accusative case (e.g. το/the κόκκινο/red
βιβλίο/book).

3.4 Lemmatization
In the lemmatization module of our toolkit, we use a hybrid ap-
proach. A lexicon-based lemmatizer retrieves lemmas from ILSP’s
Morphological lexicon,6 which consists of 2M entries (inflected
forms) that correspond to 66K lemmas. When a word under exami-
nation is connected in the lexicon with two or more lemmas, the
lemmatizer uses information from the POS tags for disambiguation.
For example, the word προσχωρήσεις will be assigned the lemma

5See http://nlp.ilsp.gr/nlp/tagset_examples/tagset_en/ for a full description of the
tagset, including all morphosyntactic features and indicative examples.
6http://www.ilsp.gr/en/services-products/langresources/item/32-
ilektronikomorfologiko

προσχωρώ, if tagged as a verb, and the lemma προσχώρηση, if
tagged as a noun. In the case of words that do not appear in the
lexicon, we use a BiLSTM lemmatization model trained and evalu-
ated on the same resources used for the POS tagger. We observe an
accuracy of 97.94 for the neural lemmatizer without the use of the
morphological lexicon, on all words of the test set.

3.5 Dependency parsing
Dependency parsing has become a preeminent paradigm in auto-
matic syntactic analysis during the past 15 years. In dependency
parsing, analyzers generate tree representations for each input sen-
tence, where each word depends on a head word and is assigned a
label depicting its relation to the head word (for an example, cf. Fig.
1). The Universal Dependencies (UD) community effort, a project
that started in 2014, has grown into a collection of 300 such lan-
guage resources representing close to 100 languages [12]. One of
the advantages of this effort is that it has led to the development
and collection of treebanks that adhere to common and extensi-
ble annotation guidelines. Thus, these resources can be used in
training and evaluating multilingual dependency parsers for lan-
guages belonging to a large number of language families. The UD
guidelines aim to ease the annotation process and improve the ac-
curacy of parsers and downstream NLP applications. The Greek
UD treebank (UD_Greek-GDT) consists of 2521 manually anno-
tated sentences (61673 tokens) derived from primary texts that are
in the public domain, including wikinews articles and European
parliament sessions. UD_Greek-GDT is derived from the Greek
Dependency Treebank, a 7400/178648 sentences/tokens resource
[15]. Among the structures that may pose problems to a parser
for a morphologically rich language like Greek is word order. The
relatively free word order of the language can be inferred when
examining typical head-dependent structures in the treebank. Al-
though determiners and adjectives almost always precede their
nominal heads, the situation is different for arguments of verbs.
Of the 2776 explicit subjects in UD_Greek-GDT, 32.89% occur to
the right of their parent, while the percentage rises to 46.12% for
subjects of verbs heading dependent clauses.

We train a neural attention-based parser [5] using the train/
dev/test partitions of UD_Greek-GDT version 2.57 and the skip-
gram vectors of §3.2. In an experiment involving manual annotation
for morphology and lemmas, we obtain a Labeled Attachment Score
(LAS, the percentage of words for which a relation with the correct
label to the correct head has been identified) of 90.84 on the test
set of the UD_Greek-GDT. When we train the parser on the 80%
of the 178.6K GDT dataset, we obtain a higher 93.42 LAS. After re-
placing the 100 dimensional, 717.2K vocabulary skip-gram vectors
with 300 dimensional, 2M vocabulary cbow vectors,8 we observe
a nearly identical 93.40 LAS. When focusing on “content depen-
dency relations" (e.g. subject and object) and omitting evaluation
on easier, “functional" relations (e.g. determiner and auxiliary), we
observe lower scores of 86.27/90.03 in the UD_Greek-GDT and GDT
settings, respectively. In experiments with automatic annotations
for morphology and lemma on the GDT datasets, we obtain a LAS

7https://lindat.mff.cuni.cz/repository/xmlui/handle/11234/1-3105
8Available from https://fasttext.cc/docs/en/crawl-vectors.html and described in [7]
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of 92.58, i.e. a 0.84 drop in comparison to the manual annotation
setting.

3.6 Text classification
From the newspaper articles corpus used in the creation of word
embeddings, we pre-process and select a subset for experiments in
text classification. Pre-processing of each article includes metadata
extraction, removal of boilerplate (menu text, disclaimers, etc.), text
extraction, and paragraph segmentation. We select articles based
on the availability of metadata information including publication
date and thematic categories, with the latter mapped to a custom
newspaper-independent scheme. We create a 154.9K/51M articles/
tokens dataset with a distribution of 9 categories in the articles
shown in Table 1.

Table 1: Distribution of categories in the articles of the text
classification dataset

ID Category #Articles %

1 Greek politics 25000 16.13
2 International news 25000 16.13
3 Economy 25000 16.13
4 Society 25000 16.13
5 Culture 21164 13.66
6 Sports 18935 12.22
7 Science-technology 10528 6.79
8 Environment 3587 2.31
9 Health-medicine 775 0.50

Total 154989 100.00

We train fastText classifiers using different combinations of loss
functions and word n-gram lengths and we observe a best 83.55
accuracy on a 15.4K articles test dataset using bi-grams and an one-
vs-all loss function. As shown in the confusion matrix of Figure
2, categories 1 and 4 ("Greek politics" and "Society") often confuse
the classifier, leading to 833 errors (5.4% of all testing instances).
When evaluating on the best two labels returned by the model with
a probability over 0.8, we obtain a 88.1/74.8 precision@2/recall@2,
respectively.

4 AVAILABILITY
Pre-trained embeddings and processed versions of crawled corpora
that have been acquired from web sites with open content, are
available from http://nlp.ilsp.gr/setn-2020/ as open resources for
reuse by the community. All the NLP modules described above are
accessible via a web application and a REST API at http://nlp.ilsp.gr/
nws/. In Figure 1 we give an example of a syntactic tree visualisation
generated by the current interface of the web application.

5 CONCLUSIONS
We presented a neural NLP toolkit for the Greek language. In the
evaluation of the BiLSTM tagger and lemmatizer of the toolkit, we
observed accuracies of 97.75/94.27/97.94 in assigning the correct
POS/POS+features/lemma, respectively. The Labeled Attachment
Score of the best neural dependency parser in the toolkit is 92.58 on

automatic POS and lemmas. In future work, we plan to deploy most
of the modules in the clarin:el infrastructure [14] and the European
Language Grid [20]. We also aim to investigate how contextual
word representations can improve results in specific tasks and how
other NLP modules can be integrated in the toolkit.
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Figure 1: A tree visualization of a sentence analysed by the dependency parser of the toolkit
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